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Perspectives on Robustness

Robustness studied through:

1. Stability & Reproducibility

2. Noise

3. Poisoning Attacks

4. Missing Data

We focus on Verifiable Data Corruption which is related to:

• Stability and noise



Verifiable Random Corruption

• Some data points become corrupted and can be verified.
•  

• Corruption may be noise, attack, repetition, etc.

• Adversary chooses points randomly.

• Data undergoes sanitization, decreasing data size

How does a classifier perform under such circumstances?



Relation to Influence Functions

Verifiable Data Corruption is related to Influence functions [5].

• Adversary has small budget and removes most influential data.

In Verifiable Data Corruption, adversary has large budget, and 
can remove large amounts of data at random.



Measuring Stability

(α,β)-stability: Characterize robustness as maximum expected 
drop in performance.

• No drop larger than β when loosing up to α data.



The Perceptron

Update rule:

•

Only for linearly-separable 
data

Pocket Algorithm [1]

• Keep track of accuracy and 
save best model thus far.



Corruption Experiment

Simulate corruption by decreasing dataset size [2]

• Split data into buckets/packets and train with decreasing 
subset size.

Find α and β empirically using collected accuracy

To what extent are perceptrons tolerant to verifiable data 
corruption?



Datasets

Real

• Datasets from UCI Database.

Synthetic

• Linearly-Separable data from 
randomly-chosen perceptron.

• Non-Linearly-Separable data 
from nth-degree polynomial 
with random constants.



Results: Real Data

Real

Average-case comparison:

• (0.25, 0.019)-stable

• SPECT is (0.5, 0.035)-stable

Worst-case comparison:

• (0.25, 0.013)-stable



Results: Real Data with SMOTE

SMOTE

Used Synthetic Minority Over-
sampling Technique (SMOTE) [3] 
to balance datasets.

• (0.5, 0.014)-stable



Results: Synthetic Data

Synthetic

Worst-case linearly-
separable comparison: 

• (0.5, 0.035)-stable

Worst-case non linearly-
separable comparison:

• (0.75, 0.035)-stable



Theory Bound vs Stability

Pocket Algorithm has worst-case accuracy bounds.

• The bounds are conservative and lower than actually seen.



Conclusions and Future Work

Perceptrons are remarkably stable with good performance 
despite large data loss (even in challenging datasets such as 
SPECT)

Future Work: Look into regularization techniques to apply to 
pocket algorithm and observe their effect on stability and 
interpretability.  Also, how far can reproducible algorithms [4] take 
us in this framework?

Thank you
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Appendix A: Pocket Algorithm



Appendix B: Corruption Experiment



Appendix C: Data Statistics



Appendix D: ¿Why the Perceptron?

1. Simple

2. Explainable
• Recent push for explainability in policy (e.g., EU's GDPR)

3. Theoretically well studied
• Bounds on required data to reach certain accuracy with high probability
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